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Abstract 
In today’s world, there is an improved advance in hardware technology which increases the capability to store 

and record personal data about consumers and individuals. Data mining extracts knowledge to support a variety 

of areas as marketing, medical diagnosis, weather forecasting, national security etc successfully. Still there is a 

challenge to extract certain kinds of data without violating the data owners’ privacy. As data mining becomes 

more enveloping, such privacy concerns are increasing. This gives birth to a new category of data mining 

method called privacy preserving data mining algorithm (PPDM). The aim of this algorithm is to protect the 

easily affected information in data from the large amount of data set. The privacy preservation of data set can be 

expressed in the form of decision tree. This paper proposes a privacy preservation based on data set complement 

algorithms which store the information of the real dataset. So that the private data can be safe from the 

unauthorized party, if some portion of the data can be lost, then we can recreate the original data set from the 

unrealized dataset and the perturbed data set. 

Index Terms— Data mining, Privacy Preserving Data Mining (PPDM), Decision Tree, Decision Tree 

Learning, ID3 algorithm, C4.5 algorithm, Unrealized Dataset, Data Perturbation, Dataset Complementation. 

 

I. INTRODUCTION 
A. Privacy Preserving Data Mining 

Data mining is a recently emerging field. Data 

mining is the process of extracting knowledge or 

pattern from huge amount of data. It is generally used 

by researchers for science and business process. Data 

collected from information providers are important 

for pattern reorganization and decision making.  

The data collection process takes time and efforts 

hence sample datasets are sometime stored for reuse. 

However attacks are attempted to take these sample 

datasets and private information may be leaked from 

these stolen datasets. Therefore privacy preserving 

data mining algorithms are developed to convert 

sensitive datasets into sanitized version r altered 

version in which private or sensitive information is 

hidden from unauthorized or unofficial retrievers.  

Privacy Preserving Data Mining (PPDM) refers to the 

area of data mining that aims to protect sensitive 

information from illegal or unwanted disclosure. 

Privacy Preservation Data Mining was introduced to 

preserve the privacy during mining process to enable 

conventional data mining technique. Many privacy 

preservation approaches were developed to protect 

private information of sample dataset. 

Modern research in privacy preserving data 

mining mainly falls into one of two categories: 1) 

perturbation and randomization-based approaches, 

and 2) secure multiparty computation (SMC)-based 

approaches. SMC approaches employ cryptographic 

tools for collaborative data mining computation by 

multiple parties. Samples are distributed among 

different parties and they take part in the information 

computation and communication process. SMC 

research focuses on protocol development for 

protecting privacy among the involved parties or 

computation efficiency; however, centralized 

processing of samples and storage privacy is out of 

the scope of SMC [1].  

We introduce a new perturbation and 

randomization based approach that protects 

centralized sample data sets utilized for decision tree 

data mining. Privacy preservation is applied to   alter 

or sanitize the samples earlier to their release to third 

parties in order to moderate the threat of their 

accidental disclosure or theft. In contrast to other 

sanitization methods, our approach does not affect 

the accuracy of data mining results. The decision tree 

can be built directly from the altered or sanitized data 

sets, such that the originals do not need to be 

reconstructed. In addition to this, this approach can 

be applied at any time during the data collection 

process so that privacy protection can be in effect 

even while samples are still being collected [1]. 

 

B. Decision Tree Learning 

A decision tree is a tree in which each branch 

node represents a choice between a number of 

alternatives, and each leaf node represents a decision. 

Decision tree are commonly used for gaining 

information for the purpose of decision -making. 

Decision tree starts with a root node on which it is for 

users to take actions. From this node, users split each 

node recursively according to decision tree learning 
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algorithm. The final result is a decision tree in which 

each branch represents a possible scenario of decision 

and its outcome. 

Decision tree learning is a method for 

approximating discrete valued target functions, in 

which the learned function is represented by a 

decision tree. Learned trees can also be represented 

as sets of if-then rules to improve human readability. 

 

II. LITERATURE SURVEY 
a) P. K. Fong and J. H. Weber-Jahnke [1], in this 

paper a new method that we are maintaining privacy 

preservation of data using unrealized datasets. This 

paper introduces a privacy preserving approach that 

can be applied to decision tree learning, without 

related loss of accuracy. It describes an approach to 

the protection of the privacy of collected data 

samples in cases where information from the sample 

database has been partly lost. This approach converts 

the original sample data sets into a group of altered or 

unreal data sets, from which the original samples 

cannot be reconstructed without the entire group of 

unreal data sets. In the meantime, an accurate 

decision tree can be built directly from those unreal 

data sets. This new approach can be applied directly 

to the data storage as soon as the first sample is 

collected. The approach is well-matched with other 

privacy preserving approaches, such as cryptography, 

for extra protection. 

b) J. Dowd et al. [2], this paper proposed the several 

contributions towards privacy-preserving decision 

tree mining. The most important is that the 

framework introduced a new data perturbation 

technique based on random substitutions. This 

perturbation technique is similar to the randomization 

techniques used in the context of statistical disclosure 

control but is based on a different privacy measure 

called ρ1-to-ρ2 privacy breaching and a special type 

of perturbation matrix called the γ-diagonal matrix. 

c) In Privacy Preserving Data Mining: Models and 

Algorithms [3], Aggarwal and Yu categorize privacy 

preserving data mining techniques, including data 

modification and cryptographic, statistical, query 

auditing and perturbation-based strategies. Statistical, 

query auditing and most cryptographic techniques are 

subjects beyond the focus of this paper. In section, 

we explore the privacy preservation techniques for 

storage privacy attacks. Data modification techniques 

maintain privacy by modifying attribute values of the 

sample data sets. Essentially, data sets are modified 

by eliminating or unifying uncommon elements 

among all data sets. These similar data sets act as 

masks for the others within the group because they 

cannot be distinguished from the others; every data 

set is loosely linked with a certain number of 

information providers. K-anonymity [7] is a data 

modification approach that aims to protect private 

information of the samples by generalizing attributes. 

K-anonymity trades privacy for utility. Further, this 

approach can be applied only after the entire data 

collection process has been completed. 

d) L. Liu [3] proposed a new method that we build 

data mining models directly from the perturbed data 

without trying to solve the general data distribution 

reconstruction as an intermediate step. More 

precisely, proposed a modified C4.5 decision tree 

classifier that can deal with perturbed numeric 

continuous attributes. Privacy preserving decision 

tree C4.5 (PPDTC4.5) classifier uses perturbed 

training data, and builds a decision tree model, which 

could be used to classify the original or perturbed 

data sets. The experiments have shown that 

PPDTC4.5 classifier can obtain a high degree of 

accuracy when used to classify the original data set. 

 

III. IMPLEMENTATION DETAILS 
In Previous work in privacy-preserving data 

mining has addressed two issues. In one, the aim is to 

preserve customer privacy by disturbing the data 

values. In this method random noise data is 

introduced to alter sensitive values, and the 

distribution of the random data is used to generate a 

new data distribution which is close to the original 

data distribution without revealing the original data 

values. The estimated original data distribution is 

used to reconstruct the data, and data mining 

techniques, such as classifiers and association rules 

are applied to the reconstructed data set.  

The other approach uses cryptographic tools to 

construct data mining models. The goal is to securely 

build an ID3 decision tree where the training set is 

distributed between two parties. Different solutions 

were given to address different data mining problems 

using cryptographic techniques. ID3 algorithm 

selects the best attribute based on the concept of 

entropy and information gain for developing the tree. 

 

A. Disadvantage of Existing System 

Existing system covers the application of new 

privacy preserving approach with the ID3 decision 

tree learning algorithm and for discrete-valued 

attributes only. There is limitation of ID3 decision 

tree algorithm is that it is overly sensitive to features 

with large numbers of values. This must be overcome 

if you are going to use ID3 as an Internet search 

agent. 

 

B. Proposed Solution 

One of the limitations of ID3 decision tree 

algorithm can be overcome by using C4.5 algorithm, 

an ID3 extension and data mining methods with 

mixed discretely and continuously valued attributes 

and thus data restoration and preservation of privacy 

of data is done. 

ID3's sensitivity to features with large numbers 

of values is illustrated by Social Security numbers. 
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Since Social Security numbers are unique for every 

individual, testing on its value will always yield low 

conditional entropy values. However, this is not a 

useful test. To overcome this problem, C4.5 uses a 

metric called "information gain," which is defined by 

subtracting conditional entropy from the base 

entropy; that is, Gain (P|X) =E (P)-E (P|X). This 

computation does not, in itself, produce anything 

new. However, it allows you to measure a gain ratio. 

Gain ratio, defined as Gain Ratio (P|X) =Gain 

(P|X)/E(X), where E(X) is the entropy of the 

examples relative only to the attribute. It has an 

enhanced method of tree pruning that reduces 

misclassification errors due noise or too-much details 

in the training data set. Like IDE3 the data  sorted at 

every node of the tree in order to determine the best 

splitting attribute. It uses gain ratio impurity method 

to evaluate the splitting attribute (Quinlan, 1993). 

Decision trees are built in C4.5 by using a set of 

training data or data sets as in ID3. At each node of 

the tree, C4.5 chooses one attribute of the data that 

most effectively splits its set of samples into subsets 

enriched in one class or the other. Its criterion is the 

normalized information gain (difference in entropy) 

that results from choosing an attribute for splitting 

the data. The attribute with the highest normalized 

information gain is chosen to make the decision. The 

C4.5 algorithm then recourses on the smaller sub lists 

[13]. 

The following assumptions are made for the 

scope of this paper: first, as is the norm in data 

collection processes, a sufficiently large number of 

sample data sets have been collected to achieve 

significant data mining results covering the whole 

research target. Second, the number of data sets 

leaked to potential attackers constitutes a small 

portion of the entire sample database. Third, identity 

attributes (e.g., social insurance number) are not 

considered for the data mining process because such 

attributes are not meaningful for decision making. 

Fourth, all data collected are discretized; continuous 

values can be represented via ranged value attributes 

for decision tree data mining [1]. 

 

C. Advantages of C4.5 Algorithm 

C4.5 algorithm acts similar to ID3 algorithm but 

improves a few of ID3 behaviors as: 

• A possibility to use continuous data. 

• Using unknown (missing) values which have been 

marked 

   by “?”. 

• Possibility to use attributes with different weights. 

• Pruning the tree after being created [14]. 

 

D. Pseudo Code of C4.5 

1. Check for base cases. 

2. For each attribute a calculate: 

                 i. Normalized information gain from 

splitting on   

                    attribute a. 

3. Select the best a, attribute that has highest 

information gain. 

4. Create a decision node that splits on best of a, as 

root node. 

5. Recurs on the sub lists obtained by splitting on best 

of a and 

    add those nodes as children node [12]. 

 

E. Mathematical Model  

1) Dataset Complementation Approach 

In this we will work with the sets that can 

contain multiple instances of the same element. We 

begin this segment by defining fundamental concepts 

and then data unrealization algorithm. 

 

a) T - Data Table 

b) TS – Training Set, is constructed by inserting 

sample data sets into a data table. 

c) T
U 

- Universal set of data table T is a set containing 

a single instance of all possible data sets in data table 

T. 

d) T
P
 – Perturbed Data Set. 

e) T’ – Unrealized Training Set 

 

2) Algorithm for Data Unrealization  

Dataset Complementation approach was 

designed for discrete value classification so 

continuous values are replaced with ranged values. 

The entire original dataset is replaced by unreal 

dataset for preserving the privacy via dataset 

complementation. This approach can be applied at 

any time during the data collection process so that 

privacy protection can be in effect even while 

samples are still being collected.  The original 

accuracy of training dataset is preserved without 

linking the perturbed dataset to the information 

provider i.e. accurate data mining results are yields 

while preserving privacy of individual’s records by 

dataset complementation approach.  

A data complementation approach requires an 

extra table T
P
 for converting sample dataset Ts into 

an unrealized training set T’. T
P
 is perturbing set that 

generates unreal dataset.  

Initially T’ and T
P
 are an empty set. When we 

get an Ts the T
P
 is constructed with universal set T

U
 

by adding T
U
 into T

P
. Whenever we get sample data 

item t in TS we remove it from T
P
 and transfer one 

data item ti
1
 into T

1
. Ti

1
 is the latest available 

frequent data item in T
P
. When traversing T

P
 is 

finished and if sample data item t
1
 is not available in 

T
P
 then again add universal set T

U
 into T

P
.  

To unrealized the samples TS, initialize both T’ 

and TP as an empty sets, i.e. invoke the above 

algorithm with Unrealized_Training_set(Ts, TP, { }, 

{ }) . The elements in the resulting data sets are 
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unreal individually, but meaningful when they are 

used together to calculate the information required by 

a modified C4.5 algorithm [13]. 

 

F. System Architecture 

 

 

 
 

 

 

   

   

 

  

      

      
 

 

 

   

 

 

 

 

  

      Fig.1 System Architecture 

 

The system architecture of proposed system is 

shown in above figure. It consist of two main module 

first is data preprocessing and second is decision tree 

generation. In data preprocessing module initially 

continuous value attribute dataset is converted into 

discrete value after that the dataset is converted into 

sanitized version by using algorithm unrealized 

training set. Then generated complemented dataset 

and perturbed dataset is given as an input to decision 

tree generation module in which decision tree is built 

by using C4.5 and result generated by algorithm is 

compared to analyze the algorithm. 

 

G. Function Dependency Graph 

There are seven main functions which are given 

below:  

1. Getting dataset input from user (F1).  

This function imports/load the dataset which is 

stored by user. 

2. Converting sample dataset into discrete dataset 

(F2).  

This function is used to convert continuous value 

attribute into discrete value attribute.  

3. Converting discrete value dataset into perturbed 

and complemented dataset (F3).  

This function is used to hide the sensitive 

information of sample dataset hence it converts 

discrete value dataset into perturbed and 

complemented dataset.  

4. Finding the gain ratio (F4).  

This function is used to calculate gain ratio of 

each attribute using entropy and information 

gain. 

5. Building decision tree using C4.5 (F5). 

This function is used to build decision tree by 

selecting highest gain ratio as a splitting criteria [13].   

 

 

 

 

 
 

    

     

     Fig. 2 Function Dependency Graph 

 

H. Software Requirements 

Front End: Java (JDK 1.5) 

Tools Used: Net Beans 

Operating System: Windows 7 

Database: MySQL Server 

 

I. Hardware Requirements 

Processor: Pentium IV– 500 MHz to 3.0 GHz 

RAM: 1GB 

Hard Disk: 20 GB. 

 

J. Expected Dataset and Result Set 

In this project, the expected dataset will be any 

real world dataset. A sufficiently large number of 

sample data sets containing both discrete and 

continuous values have been collected to achieve 

significant data mining results covering the whole 

research target e. g. weather dataset, employee 

information dataset etc. 

The result set will be contain sanitized data of 

given input dataset which can be safely published as 

a data for mining without disclosure of any correct 

records thereby maintain the privacy of the original 

dataset owner.  

 

IV. CONCLUSION 
This paper covers the application of this new 

privacy preserving approach via dataset 

complementation approach and C4.5 decision tree 

learning algorithm and for both discrete-valued 

attributes and continues –valued attributes. After 

converting continuous valued attributes to discrete 

valued attributes, the entire original dataset is 

replaced by using algorithm Unrealize_training_set. 

This approach converts the original sample data sets 

into a group of unreal data sets, from which the 

original samples cannot be reconstructed without the 

entire group of unreal data sets. During the privacy 

preserving process, this set of perturbed datasets is 

dynamically modified. As the sanitized version of the 

original samples, these perturbed datasets are stored 

to enable a modified decision tree data mining 

method. 

The main drawback of privacy preservation via 

data set complementation is it fails if all training data 

sets are leaked because the data set reconstruction 

algorithm is general. Therefore, further research is 

required to overcome this limitation. One can apply a 

cryptographic privacy preserving approach, such as 

the (anti)monotone framework, along with data set 
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complementation; this direction for future research 

could correct the above limitation. 
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